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A B S T R A C T

The need for wave energy focusing to selected targets embedded within a host is commonly shared among
various engineering fields, whether for stimulation and imaging in exploration geophysics, or for contaminant
removal in geo-environmental engineering, or even for diagnostic/therapeutic purposes in medicine. In this
paper, we are concerned with the feasibility of focusing wave energy to multiple subsurface targets embedded
within a semi-infinite heterogeneous elastic host, by exploiting the time-reversibility of the lossless wave
equation under adverse conditions for time reversal. Of particular interest for practical applications in
geophysics is the need for a switching time-reversing mirror, where recorded Dirichlet data must be time-
reversed as Neumann data due to equipment constraints. In the absence of theoretical guarantees, we turn to
numerical experiments and report that wave-focusing can be indeed realized, despite various departures from
the theoretically ideal time reversal case.
1. Introduction

Stimulation of targets embedded in an arbitrarily heterogeneous
medium by focusing wave energy to them can be a potent,
non-invasive, recourse for imparting desired changes to the mechan-
ical behavior of the targets. Key applications of wave stimulation
include collapse of underground cavities/tunnels/mines/sink holes,
wave-based enhanced oil recovery (EOR), removal of contaminant
particles from aquifers or from the pores/interstices of geological
formations, and others. Beyond geophysical, medical therapeutic ap-
plications are also among notable applications of wave-focusing, with
lithotripsy being the archetypal case.

The typical – and most-researched to date – wave-focusing setting
involves a target embedded in a finite domain occupied by an acoustic
fluid. The target is surrounded by receivers/emitters that can record a
signal originating from the target, and then the emitters can be used to
redirect/focus energy to the target, by exploiting the time-reversibility
of the wave equation [1]. By contrast, here we are interested in elastic
wave-focusing, as opposed to acoustic, on targets embedded within
the subsurface, i.e., hosted in a semi-infinite domain occupied by an
elastic heterogeneous solid, without the benefit of having the targets
surrounded by receivers and emitters, whether in the targets’ vicinity
or in the far field.

The present study is motivated by EOR considerations: there is
interest in facilitating the mobility of oil ganglia in reservoir subregions
typically bypassed by primary modes of recovery, especially in low
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permeability zones. The central hypothesis is that focusing wave energy
to a target zone may induce sufficiently large matrix accelerations to
overcome the capillary forces holding the ganglia in the pore space,
thus setting the stage for conventional oil extraction methods to sweep
the thus mobilized ganglia. Laboratory studies [2], field applications
[3,4], and numerical studies [5–10] support the hypothesis.

It should be noted that, even though motivated by EOR needs, the
applicability of elastic wave time reversal is much wider, encompass-
ing health monitoring [11,12], geophysical probing [13], communica-
tions [14], and military applications alike [15]. Even more broadly,
the time reversal (TR) concept can be used for chorochronic event
localization for, e.g., the identification of the onset of a crack or of a
fault rupture, both in space and time [16–22].

To set the stage, consider a three-dimensional semi-infinite domain,
bounded by a flat surface, and occupied by an arbitrarily heteroge-
neous solid -a suitable ersatz for the subsurface. The interest is in
focusing wave energy at specific subterranean targets. The targets
are typically inclusions of rather limited and finite extent compared
to their surroundings. To focus elastic wave energy to the targets,
sources capable of initiating stress waves are used, placed either on
the surface or at various depths below the surface. Surface sources
capable of delivering elastic waves to the targets include Vibroseis
trucks, whereas at-depth sources include wellbore hydraulic pumps, or
other electro-mechanically activated loads.

The waves generated by any single one of these sources are typi-
cally omni-directional. The waves, as they travel through the medium
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hosting the target, will lose energy due to three principal forms of
attenuation: due to radiation damping because of expanding geometric
fronts; due to intrinsic attenuation or material damping because of
internal friction; and due to apparent attenuation because of scattering
at grain or other material interfaces. Since there is no practical way
of reducing or controlling the aforementioned sources of energy loss,
focusing wave energy on a target requires that multiple sources are
used, and, in fact, that they operate synergistically to, ideally, maximize
the energy delivery to the target. In short, when operating multiple
sources, conditions of constructive interference must be created at the
target. To design a scheme that would allow all the waveform crests
to arrive at the target simultaneously is fairly challenging even in the
case of a homogeneous host, let alone in the case of an arbitrarily
heterogeneous host, which is the typical setting in our application.

We are interested in devising a methodology that would, some-
how, allow for the systematic illumination of the target, irrespec-
tive of the host’s complexity. One such possible path is offered by
a partial-differential-constrained optimization methodology [6,8,23]:
accordingly, one can define a functional describing the sought outcome
at the target (e.g., maximization of fluid pressure, or of kinetic energy,
or of a pressure gradient, etc.), and treat the source signals (and their
locations in space) as design parameters, which, upon the optimizer’s
convergence, would lead to wave sources that would have the desired
effect on the target. In other words, one seeks to optimize the sources,
with a particular outcome in mind, subject to the underlying physics
of the problem at hand: this is the very setting of an inverse source
problem [6,8]. As an inverse problem, its resolution is plagued by
the usual difficulties associated with all inverse problems, including
solution multiplicity and ill-conditioning. But, more importantly, the
solution of the inverse source problem requires that the properties of
the host and of the target be known a priori. In fact, the quality of the fo-
using is only as good as the information about the material properties
f the host and the targets. In well-characterized subsurface formations,
he properties may be a priori known with reasonable certainty, but
ever accurately, whereas in most other situations, the properties must
e estimated prior to seeking to optimize the wave sources for purposes
f focusing energy to a target. Thus, the source optimizer route, though
echnically feasible, depends greatly on knowing the properties, which
s, in general, hindered by physical realities.

Given the difficulties associated with an inverse-source approach,
t is of practical interest to explore alternatives that do not rely on a

priori knowledge of the material distribution. Such an alternate route to
focusing, and indeed the path followed herein, is based on the exploita-
tion of the time reversal concept. The discussion of the methodology
presented herein seeks to identify the factors that contribute to the
loss or worsening of focusing resolution owing to the many physical
constraints that force the less-than-ideal implementation of the time
reversal concept in the field. The approach draws, wherever possible,
from theoretical results, but, for the most part, rests on computational
evidence.

Specifically, we are interested in the feasibility of focusing energy
to multiple subsurface elastic targets embedded within a heterogeneous
elastic host occupying a halfspace based on a time reversal approach,
suitably adapted to field realities. As is well known, time reversal
resides on the time-invariance of the lossless wave equation, when
the direction of the time line is reversed.1 Accordingly, when waves,
emitted by a source, are first recorded at a TR mirror (TRM), and then
time-reversed, the retransmitted waves, under ideal conditions, would
refocus to the original source location. Departures from the ideal TR
setting would result in resolution degradation; the setting discussed
herein introduces several such departures. The unboundedness of the

1 The lossless wave equation contains a second-order derivative in time;
ime-invariance does not hold when first-order derivatives are present, as may
e the case when material damping is assumed.
2

(

host, the inability to properly account for a sink at the source location
during the TR step, the infeasibility of introducing non-silent initial
conditions during the TR step to match the final conditions of the
recording step, the need for a switching TR mirror, the limited aperture
and density of the TR mirror, all conspire to degrade the focusing.

We note that a central difficulty to focusing stems from the character
of the TRM: in the most common geophysical application of time-
reversal, namely in source localization, displacements (or velocities)
are recorded at the TRM, and are time-reversed during the transmitting
step: that is, the same physical quantity is recorded and transmitted.
In the wave-focusing field application of interest herein, the TRM
character switches between the recorded and the transmitting steps:
while displacements are still recorded at the TRM, the transmitting
step involves tractions, since displacement time-histories cannot be
physically imposed on the ground surface. Mathematically, the TRM
switches from recorded Dirichlet data to transmitting Neumann data:
there is no theoretical guarantee that a switching TRM would result in
focusing, as the standard, non-switching, TRM would do.

We stress that in the literature, TR is often used to, for example,
localize a source in the subsurface, by computationally time-reversing
the records collected at the TRM. What is decidedly different between
the most common usage of TR in the literature is that here we are
concerned with the physical time-reversal of the TRM records to focus
wave energy to a subterranean location: it is the physical realities in
the field that impose a switching TR mirror.

In the absence of a priori information about the properties of the
argets and the host, i.e., in the absence of an a priori known velocity
odel, the described inverse-source approach cannot be used, leaving

nly the possibility of blind excitations (e.g., [4]) as the means for stim-
lating a target formation. Thus, the primary goal of the approach we
ketch below is to explore whether something better can be done, which
ould promote wave energy focusing at the targets, and appeal to

he time-reversal concept to explore the feasibility of focusing, despite
he presence of the aforementioned difficulties. In the following, we
escribe the theoretical framework and a few numerical experiments
hat seem to support the hypothesis that focusing is possible, in spite
f the theoretical departures from the ideal time-reversal setting.

. Multi-target time-reversal-based wave-focusing in a semi-
nfinite domain

The TR process involves two distinct steps: the recording step, when
ensors located at the TR mirror record the wavefields generated due to
he actuation of a source, and the transmitting step, when the recorded
ignals are time-reversed at the mirror and emitted therefrom. Both
teps are described by the Navier equations of motions, subject to initial
nd boundary conditions, which are different for each one of the two
teps. We describe next the numerical approach for simulating the wave
otion in either of the two steps, in order to delineate the difficulties

mposed by the field constraints.

.1. Elastic wave propagation in a 3D heterogeneous PML-truncated do-
ain

The physical problem involves an unbounded domain: for com-
utational purposes, it is necessary to limit the unboundedness of
he physical domain. To this end, we introduce Perfectly-Matched-
ayers (PMLs), effecting domain truncation and the reduction of the
emi-infinite domain to finite size, as shown in Fig. 1.

Specifically: the interior computational domain, occupied by a,
enerally, arbitrarily heterogeneous elastic and isotropic material, is
enoted by 𝛺ID; 𝛺INC denotes the subsurface targets, which are, in
eneral, elastic inclusions of properties different than the host; 𝛺PML
enotes the PML buffer zone, which envelops 𝛺ID, except for the top

load free
ground) surface, denoted by 𝛤ID ; 𝛤PML is the trace of the PML buffer
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Fig. 1. Computational model of a semi-infinite, heterogeneous, isotropic, elastic
domain containing target inclusions, terminated by Perfectly-Matched-Layers.

on the top surface; 𝛤I denotes the interface between the interior domain
𝛺ID and 𝛺PML, and 𝛤 f ixed denotes the outer boundary of the PML buffer.

We use a mixed-field PML formulation [24], where the motion
within the interior domain 𝛺ID is described solely by the displacement
field 𝐮ID, whereas the motion within the PML (𝛺PML) is described by
both the displacement field 𝐮PML and the stress history field 𝐒 (thence
the mixed-field designation). The resulting equations of motion, where
all functional dependence on space and time has been suppressed for
brevity, can be succinctly cast as,


[

𝐮ID
]

= − 𝐟 , 𝒙 ∈ 𝛺ID, 𝑡 ∈ (0, 𝑇 ] and (1a)


[

𝐮PML,𝐒
]

= 𝟎, 𝒙 ∈ 𝛺PML, 𝑡 ∈ (0, 𝑇 ]. (1b)

In (1), the Navier operator  [ ] is defined as:

 [ ] = div
{

𝜇(𝒙) grad [ ] + 𝜇(𝒙) (grad [ ])⊺ + 𝜆(𝒙) div [ ] 𝐈
}

− 𝜌(𝒙) ̈[ ], (2)

where 𝜌(𝒙) denotes mass density, 𝜆(𝒙) and 𝜇(𝒙) are the Lamé parame-
ters, and a double overdot ̈( ) denotes second-order time derivative of
the subtended quantity. The operator  for the PML is defined as:


[

𝐮PML,𝐒
]

=
[

 
 

](

𝐮PML

𝐒

)

, (3)

where

 [ ] = − 𝜌
(

𝖺[⃛ ] + 𝖻 ̈[ ] + 𝖼 ̇[ ] + 𝖽 [ ]
)

, (4a)

 [ ] = div
( ̈[ ]⊺𝛬𝑒 + ̇[ ]⊺𝛬𝑝 + [ ]⊺ 𝛬𝑤

)

, (4b)
 [ ] = − 𝜇

{

grad ̈[ ]𝛬𝑒 + 𝛬𝑒(grad ̈[ ])⊺ + grad ̇[ ]𝛬𝑝

+ 𝛬𝑝(grad ̇[ ])⊺ + grad [ ]𝛬𝑤

+ 𝛬𝑤(grad [ ])⊺
}

− 𝜆
{

div
(

𝛬𝑒 ̈[ ]
)

+ div
(

𝛬𝑝 ̇[ ]
)

+ div
(

𝛬𝑤 [ ]
)}

𝐈,

and (4c)

 [ ] = 𝖺[⃛ ] + 𝖻 ̈[ ] + 𝖼 ̇[ ] + 𝖽 [ ] . (4d)

The definitions for the stretch tensors 𝛬𝑒, 𝛬𝑝, and 𝛬𝑤 and the related
PML parameters 𝖺, 𝖻, 𝖼, and 𝖽 can be found in [24]. The boundary
conditions for the PML, and the interface conditions are the same for
both the recording and the transmitting steps, i.e., ∀𝑡 ∈ (0, 𝑇 ],

𝐮PML = 𝟎, 𝒙 ∈ 𝛤 f ixed, (5a)
[

�̈�⊺𝛬𝑒 + �̇�⊺𝛬𝑝 + 𝐒⊺𝛬𝑤
]

𝐧PML = 𝟎, 𝒙 ∈ 𝛤 f ree
PML, (5b)

𝐮ID − 𝐮PML = 𝟎, 𝒙 ∈ 𝛤I, and (5c)
[

𝜇 grad𝐮ID + 𝜇
(

grad𝐮ID
)⊺ + 𝜆

(

div𝐮ID
)

𝐈
]

𝐧ID

−
[

�̈�⊺𝛬𝑒 + �̇�⊺𝛬𝑝 + 𝐒⊺𝛬𝑤
]

𝐧PML = 𝟎, 𝒙 ∈ 𝛤I. (5d)
3

In the above: (5a) is the fixed displacement condition on the outer
PML boundary; (5b) denotes a traction-free condition on the 𝛤 f ree

PML;
and (5c) and (5d) are the displacement and traction continuity con-
ditions along the 𝛤I interface. Moreover, 𝐧ID and 𝐧PML denote outward
normal vectors on the boundaries of the interior and PML domains,
respectively.

The initial and boundary value problem defined by (1), (3), and (5)
is incomplete: its completion requires the specification of the missing
conditions, which are different for the recording and the transmitting
steps. The required conditions are addressed in the next two sections.

2.2. Time-reversal-based wave-focusing: the recording step

During the recording step, probes are placed inside the target inclu-
sions 𝛺INC (Fig. 1); when triggered, the sources are driven by signals
𝑓 (𝑡). The set of all 𝑛 probes is represented by the domain source 𝐟 (𝒙, 𝑡)
in (1a), defined as:

𝐟 (𝒙, 𝑡) =
∑

𝑛
𝑓 (𝑡) 𝛿

(

𝒙 − 𝒙𝑛
)

, 𝑛 ∈ Z, 𝒙𝑛 ∈ 𝛺INC. (6)

Then, the resulting displacement wavefields are recorded at the TRM
sensors, which are mounted on the ground surface. We assume that the
TRM has a negligible influence on the surface motion, and we, thus,
consider 𝛤 load

ID to be traction-free, i.e.:

𝐭 = 𝟎, 𝒙 ∈ 𝛤 load
ID , (7)

where 𝐭 =
[

𝜇 grad𝐮ID + 𝜇
(

grad𝐮ID
)⊺ + 𝜆

(

div𝐮ID
)

𝐈
]

𝐧ID denotes surface
traction. In summary, the complete statement for the recording step
reads: given a domain source 𝐟 , find the displacement field 𝐮ID on
𝒙 ∈ 𝛤 load

ID such that:


[

𝐮ID
]

= −𝐟 , 𝒙 ∈ 𝛺ID, 𝑡 ∈ (0, 𝑇 ] and (8a)


[

𝐮PML,𝐒
]

= 𝟎, 𝒙 ∈ 𝛺PML, 𝑡 ∈ (0, 𝑇 ], (8b)

subject to silent initial conditions, and boundary and interface condi-
tions (5) and (7).

2.3. Time-reversal-based wave-focusing: the transmitting step

During the transmitting step, the recorded displacement wavefield
is time-reversed and used to drive applied surface tractions (instead
of displacements), since equipment limitations do not allow for the
application of a displacement field on the ground surface. Thus, the
corresponding traction boundary condition becomes:

𝐭tr (𝒙, 𝑡) = 𝛼𝐮ID (𝒙, 𝑇 − 𝑡) , 𝒙 ∈ 𝛤 load
ID , (9)

where 𝛼 is a constant used to force consistency in the dimensions
(displacements to tractions), and the subscript [ ]tr denotes that the sub-
scripted quantity is a transmitted field. Accordingly, since the character
of the applied field at the TRM switches between the recording and the
transmitting steps, whereby recorded Dirichlet data are transmitted as
Neumann data, we term the mirror a switching TRM. We note that time-
reversing Dirichlet data as Neumann data has been attempted in the
scalar wave case [25], where it was shown that focusing is still possible,
while, recently in Goh et al. [26] a filter was proposed to improve the
focusing resolution when a switching TRM is used.

The switching TRM is not the only threat to the resolution qual-
ity. In general, since at the end of the recording step it holds that
𝐮ID(𝒙, 𝑇 ) ≠ 𝟎, for 𝒙 ∈ 𝛺ID ∪ 𝛺INC ∪ 𝛺PML, then the initial conditions
during the transmitting step cannot be silent. However, applying non-
silent initial conditions throughout the domain, or even on part of it,
is infeasible, and, thus, silent initial conditions are instead applied,
which, as was shown in [27], would result in resolution degradation.
Furthermore: theoretically, in an ideal time reversal application, the
domain source 𝐟 (𝒙, 𝑡) in (8a) must also be time-reversed during the
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transmitting step, thus giving rise to a sink. The sink provides a (time-
reversed) evanescent wavefield in the sink’s vicinity, which greatly
improves the resolution locally. However, the typical apparatus used
as a source (or a sink) is amplitude-limited and would thus have very
little effect during the transmitted step when the emitted field would
be amplified.

With the above limitations in mind, the mathematical setting of the
TR transmitting step becomes: find the displacement wavefield 𝐮IDtr such
that:


[

𝐮IDtr
]

= 𝟎, 𝒙 ∈ 𝛺ID, 𝑡 ∈ (0, 𝑇 ] and (10a)


[

𝐮PML
tr ,𝐒tr

]

= 𝟎, 𝒙 ∈ 𝛺PML, 𝑡 ∈ (0, 𝑇 ], (10b)

subject to silent initial conditions, and the boundary and interface
conditions (5) and (9).

3. Motion metrics for energy delivery

To assess the impact the various departures from the ideal TR case
have on the focusing to subsurface targets, we adopt the motion metrics
proposed in Koo et al. [9] and Karve et al. [23] in order to quantify
the strength and the efficiency of the energy delivered to the targeted
inclusions. Accordingly, we define:

1. The instantaneous kinetic energy KEINC(𝑡) at the targeted inclu-
sions as:

KEINC(𝑡) =
1
2 ∫𝛺INC

�̇�IDtr (𝒙, 𝑡) ⋅ 𝜌(𝒙)�̇�
ID
tr (𝒙, 𝑡) 𝑑𝛺. (11)

2. The time-averaged kinetic energy KETA
INC in the targeted inclu-

sions is defined as:

KETA
INC = 1

𝑇2 − 𝑇1 ∫

𝑇2

𝑇1
KEINC(𝑡) 𝑑𝑡, (12)

where 𝑡 ∈ (𝑇1, 𝑇2) is an observation time window of interest.
3. The energy input Einput is defined as:

Einput = ∫

𝑇

0 ∫𝛤 load
ID

𝐭tr (𝒙, 𝑡) ⋅ �̇�IDtr (𝒙, 𝑡) 𝑑𝛤 𝑑𝑡. (13)

4. The spatial distribution of the total energy KETAduring the
transmitting step is defined as:

KETA(𝒙) = 1
2𝑇 ∫

𝑇

0
𝐮IDtr (𝒙, 𝑡) ⋅ 𝜌(𝒙)𝐮

ID
tr (𝒙, 𝑡) 𝑑𝑡. (14)

or example, we use the ratio KETA
INC∕Einput to measure the efficiency of

he energy delivered to the targeted inclusions, and we use KETA(𝒙) to
lot the time-accumulated response within the computational domain
or each numerical experiment to provide a visual aid for assessing
ocusing.

. Numerical experiments on focusing feasibility

We report numerical experiments involving two targets embedded
n a three-dimensional heterogeneous elastic host. We use the same
odel, as depicted in Fig. 2(a), for all simulations. Specifically, the
omain of interest is a rectangular parallelepiped extending 80 m ×
0 m on the surface, and 40 m-deep; it is surrounded by a 6.25 m-thick
ML buffer on all of its sides, except on the surface. The host medium
onsists of a 20 m-deep layer resting on a halfspace. There are two soft,
eometrically identical, oblate spheroidal inclusions embedded within
he host. One of the spheroids is centered at (−15 m, −15 m, −20 m),
ffectively intersecting the layer interface, and the other is centered at
15 m, 15 m, −30 m). The three semi-axes of both spheroids are 7.5 m,
.5 m, and 3.75 m, respectively. The first Lamé parameter (𝜆) of the
op layer, the halfspace, and of the inclusions is 300 MPa, 500 MPa,
nd 100 MPa, respectively. The second Lamé parameter (𝜇) – the shear
4

t

odulus – is equal to the first, since the Poisson’s ratio has been set to
.25 for all layers and inclusions. The mass density is 𝜌 = 2000 kg/m3.
he relative softness of the inclusions with respect to the surrounding

ayers is intended to mimic the contrast between shallow reservoirs and
heir host background.

The model is meshed with 27-node hexahedral spectral elements.
he typical element size is 1.25 m; the time step was set to 𝛥𝑡 =
.0006 s, and the PML parameters are chosen to be 𝛼0 = 5 and 𝛽0 =
66 s−1 [24]. Using the prototype model, we conduct four numerical
xperiments aimed at assessing primarily the effect of the TRM density
n the focusing. Specifically, in the first three experiments we vary
he density of the TR mirror (but not its aperture), while in the fourth
xperiment we randomize the formation’s properties.

To generate the recordings at the TRM, we perform a forward wave
ropagation simulation, initiated by the triggering of two sources, each
laced within the two inclusions. The time signal is a Ricker-like pulse
ith a central frequency of 25 Hz. The inclusion-embedded sources
ere applied only along the two transverse directions (horizontal) to
romote shear waves, since, as discussed in [9], shear waves are more
ffective in delivering energy at depth than compressional waves; the
ource amplitudes were set to a nominal 1 N/m3. Fig. 2(b) and (c) de-
ict displacement wavefield snapshots at two different moments in time
uring the recording TR step, generated by the simultaneous triggering
f two Ricker sources embedded at the center of the inclusions.

.1. Mirror density effect (Experiments 1 to 3)

.1.1. Experiment 1 — Full density TR mirror
In Experiment 1, we use the full TRM on 𝛤 load

ID , which numbers
6,129 sensors, corresponding roughly to one sensor per mesh node.
he recorded displacement histories are time-reversed and applied
s tractions, as necessitated by the switching mirror. The maximum
mplitude of the applied tractions has been set to a nominal 1 kPa.
e note that modern-day actuators mounted on Vibroseis can reach

ractions as high as 400 kPa. Thus, the reported displacement fields
hould be up-scaled by a factor of 300 to 400 to account for field
quipment capabilities, while the reported energy metrics should be
p-scaled by a factor of 90,000 to 160,000.

Fig. 3(a) shows the average kinetic energy KETA(𝒙) during the
ransmitted step: it can be seen that the waves have refocused at the
argets, and the targets have been clearly illuminated.

The illumination is stronger for the left target that is located closer
o the ground surface than the right target. This is as expected, due
o radiation damping, which forces greater attenuation for the waves
eaching the deeper target. Naturally, it would be desirable for both
argets to be equally strongly illuminated (or, possibly, be differentially
lluminated based on a preset application-driven criterion). A way to
chieve wavefields of similar strength at the targets, is by modulating
he TRM records prior to time reversal with the desired strength. The
raphs of the instantaneous kinetic energies sweeping through the
argets are depicted in Fig. 3(b–c): the key difference between the two
lots is in the average intensity: the deeper target’s intensity is about
5% that of the shallow target’s.

Fig. 4 compares the horizontal components of the displacement
ime histories recorded under the source in the target, between the
ecording and the transmitting TR steps. For example, the top left
lot depicts (solid line) the 𝑥-component of the displacement time
istory at the target during the recording step: it is essentially the

‘displacement-under-the-load’’. The same plot also shows (dashed line)
he 𝑥-component of the displacement time history during the time
eversal transmitting step, recorded also at the target. The similarity
f the traces, modulo the time delay and the amplitude (the latter has
een tuned at the TRM), is evidence of the quality of the refocusing.
t can be seen that the shallower target’s refocusing is of better quality
han that of the deeper target’s. We also remark that since at the TRM

he tractions were applied along the transverse (horizontal) directions,
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Fig. 2. Schematic of numerical simulations prototype problem; displacement wavefield snapshots during the recording step.
Fig. 3. Experiment 1 with full-density TR mirror.
Fig. 4. Displacement time histories at the target; shallow target (left column); deep target (right column); recording step time histories shown with solid line; transmitting step
time histories shown with dashed line — Experiment 1.
the 𝑧-component records (not shown) are at least an order of magnitude
smaller than the horizontal components.

As limited as it may be, due to the unrealistically large number
of sensors/emitters, Experiment 1 suggests that focusing to multiple
targets is possible using TR, despite the presence of several hostile
conditions (domain unboundedness, switching mirror, etc.).

4.1.2. Experiment 2 — Quarter density TR mirror
In the previous experiment, we applied surface tractions on ev-

ery computational node on the ground surface 𝛤 load
ID . Physically, such

sensor/actuator deployment is infeasible, and thus, for Experiment 2,
5

we repeat the TR step using a quarter of the TRM, or about 3696
computational nodes where the time-reversed tractions are applied. The
number of actuators is still large, and remains practically unrealizable,
but the experiment will allow us to further assess the dependence of
the focusing on the mirror’s density. We note that the aperture remains
the same, i.e, the mirror is sparsified, but its spatial extent is unaltered.

Fig. 5(a) depicts again the time-averaged kinetic energy: the targets
have been anew illuminated, albeit the magnitude is different owing to
the reduced wave energy supplied at the TRM.

The instantaneous kinetic energy KEINC(𝑡) is also shown in Fig. 5(b)
and (c). The time traces of the displacement wavefield in the inclusions
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Fig. 5. Experiment 2 with quarter-density TR mirror.
Fig. 6. Experiment 3 — ultra low TR mirror density.
show similar trends as the ones shown in Fig. 4 for Experiment 1, and
are, thus, omitted.

By comparing the Experiment 2 results depicted in Fig. 5 with the
corresponding Experiment 1 results depicted in Fig. 3, it can be seen
that, qualitatively, the quarter-density TR mirror results are very simi-
lar to the full-density mirror results. There are, of course, quantitative
differences: the KETA

INC for the shallow target has been reduced from
88.9791 J to 5.4626 J, and for the deep target it has dropped from
31.2501 J to 1.9248 J. For both experiments, the energy efficiency
for the shallow target is about 7.7%, and about 2.7% for the deep
target. Moreover, the delivered energy to each target in Experiment 2 is
about 6% of the corresponding Experiment 1 energy: this percentage is
approximately equal to the square of the ratio of the actuators used
between the two experiments, i.e., approximately equal to

(

3696
16,129

)2

regardless of the distance between the TRM and the targets. The square
of the actuator ratio is a measure of relative energy input. The result
is in good agreement with the reports in Anderson et al. [28] and in
Koo et al. [9].

4.1.3. Experiment 3 — Ultra low density TR mirror
In Experiment 3 we reduce the TRM density to only 16 actuators

–a number that is practically feasible, and repeat the TR simulation.
Fig. 6(a) depicts the time-averaged kinetic energy that has helped us
before gauge the illumination. Though the targets have been again
illuminated as previously in Experiments 1 and 2, the surface TRM
actuators are also visible. This is due to the fact that, since the number
of actuators is small, the delivered energy to each target is now compa-
rable to the input energy at each actuator. Nevertheless, focusing is still
realized. The instantaneous kinetic energy is shown in Fig. 6(b) and (c).

Here, we can confirm that there is no qualitative degradation of
KEINC(𝑡) when compared with Experiment 1 and 2. However, the values
of Experiment 3 are much smaller than those of Experiments 1 and
2 because of the smaller number of TRM actuators. The results of all
three experiments are tabulated in Table 1. It can again be verified that
the square of the actuator ratios are consistent with the ratios of the
delivered energy to the targets.
6

Table 1
Summary of Einput , KETA

INC, and delivery efficiency of experiments 1, 2 and 3.

Experiment Einput (J) Inclusion KETA
INC (J) KETA

INC/Einput

1 1154.15 1 88.98 7.71 × 10−2

2 31.25 2.71 × 10−2

2 71.38 1 5.46 7.77 × 10−2

2 1.92 2.70 × 10−2

3 1.32 × 10−3 1 9.95 × 10−5 7.53 × 10−2

2 2.99 × 10−5 2.27 × 10−2

Fig. 7. Shear wave velocity (in m/s) of randomized heterogeneous model.

4.2. Experiment 4 — wave-focusing in a medium of random heterogeneity

In this experiment, we endow the prototype model with random
heterogeneity by varying the layer and inclusion properties randomly
up to 33% off of their constant values. The resulting property distribu-
tion is shown in Fig. 7 for the shear wave velocity. The purpose of the
experiment is to explore the effect of the increased scattering induced
by the heterogeneity, which is typically beneficial to the focusing.



Soil Dynamics and Earthquake Engineering 166 (2023) 107736S. Koo et al.
Fig. 8. Experiment 4 - a randomized heterogeneous medium - full TR mirror density.
The full-density TR mirror is used anew, and the resulting time-
averaged distribution KETA(𝒙) is shown in Fig. 8(a). When we compare
the results in Fig. 8 to those from Experiment 1 (Fig. 3), there are
no noticeable qualitative differences; quantitatively, the Experiment
1 energy delivered to the shallow target is 88.9761 J, whereas for
Experiment 4, it is about 86.7983 J, a difference of less than 2.5%.
Thus, the time reversal approach for wave-focusing appears promising
even under arbitrary heterogeneity conditions.

5. Conclusions

Motivated by field applications, in this article, we discussed the
problem of focusing energy to multiple subsurface targets embedded
within a, generally, heterogeneous semi-infinite host, using an ap-
proach based on time reversal. The overarching goal was to improve
upon blind surface source excitations that are not informed by the
geomorphology and, in general, would not result in focusing energy to
the targets. Field constraints necessitate the departure from the ideal
implementation of a time-reversal-based approach, which would have
guaranteed to focus and result in focusing degradation. As discussed,
while the unboundedness of the host, the limited TRM density and
aperture, and other reasons play a role in the degradation, the chief
cause for the resolution degradation remains the switching TR mirror.
However, despite the difficulties, we demonstrated, via numerical sim-
ulations, that focusing energy to multiple subsurface targets is feasible.
As it can be deduced from Table 1 the energy delivery efficiency
depends on the formation’s characteristics and would remain the same
irrespective of the number of actuators used (the TRM density). For
field applications, the computational simulation approach described
herein would allow for reasonable estimates of the required surface
input energy when given specific energy delivery targets for the inclu-
sions. As the last experiment showed, uncertainties in the subsurface
properties would not significantly impact the input energy estimates.

It is noteworthy that the numerical results reported herein comple-
ment well recently reported field experiments [29,30].
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