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Abstract
Animal-vehicle collisions (AVCs) are common around the world and result in considerable loss of animal and human life, as well as significant property damage and regular insurance claims. For this reason, understanding their occurrence in relation to various contributing factors and being able to identify locations of high risk are valuable to AVC prevention and economic, social and environmental cost savings. However, many challenges exist in the study of AVC datasets. These include seasonality of animal activity, very low counts across many sections of extensive roadway networks, and computational burdens that come with discrete response analysis across large data sets. In recognizing these challenges, a modelling framework is proposed in this study both to infer the impact of segment specific contributing factors and to identify high-risk locations. The utility of the model is demonstrated by using the AVC dataset collected in the state-controlled roadway network system of Texas, U.S. (with more than 100,000 segments). It is demonstrated that the proposed model can not only deal with the stated challenges reasonably well, but also allow high-risk location identification to be done in relation to various impacting factors. In this way, useful information on the efficacy of various measures can be obtained for future preventative purposes.
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Introduction
Animal-vehicle collisions (AVCs) are common around the world and result in considerable loss of animal and human life, as well as significant property damage and regular insurance claims (Bruinderink and Hazebroek 1996; Al-Ghamdi and AlGadhi 2004; Seiler 2005; Klöcker, Croft, and Ramp 2006; Mountrakis and Gunson 2009; Sullivan 2011; Mrtha and Borkovcová 2013). For this reason, there has been a continued research interest toward understanding the occurrence of AVCs and the effectiveness of various prevention measures (Gunson, Mountrakis, and Quackenbush 2011).

In terms of the occurrence of AVCs, special attention has been paid to both the spatial and temporal characteristics of AVCs. In the spatial dimension, the focus has been on identifying the relationship between the locations of AVCs and animal species’ natural habitats (Hurley, Rapaport, and Johnson 2009; Gkritza, Baird, and Hans 2010; Neumann et al. 2012) and nearby landscapes (Malo, Suárez, and Díez 2004; Grilo, Bissonette, and Santos-Reis 2009; Danks and Porter 2010; Jensen, Gonser, and Joyner 2014). In the temporal dimension, the multiple seasonal patterns at different time resolutions have also become well recognized. For example, in the time span of one day, the daily activity pattern of both animals and humans can result in an intra-day pattern in the recorded AVCs (Haikonen and Summala 2001; Rowden, Steinhardt, and Sheehan 2008; Diaz-Varela et al. 2011; Neumann et al. 2012). Within a year, factors such as the migratory behavior of animals, variations in daylight and climate conditions can also play a role (Garrett and Conway 1999; Rodriguez-Morales, Diaz-Varela, and Marey-Pérez 2013; Hothorn et al. 2015; Niemi et al. 2017).

With regards to the effectiveness of various preventative measure for AVCs, warning signs (Ujvari et al. 1998), light-reflecting devices (Brieger et al. 2016), fencing and barriers (Leblond et al. 2007; Zuberogoitia et al. 2015), bypass or underpass (Huijser et al. 2009; McCollister and van Manen 2010), modification of nearby landscapes (Grosman et al. 2009), etc. are among those that has been investigated. There are also studies that focus on the impact of various roadway characteristics such as speed limit (Found and Boyce 2011; Meisingset et al. 2014), road width (Litvaitis and Tash 2008), shoulder width (Lao, Wu, et al. 2011), number of lanes (Lao, Zhang, et al. 2011), etc. on the occurrence of AVCs.

Moreover, due to the important role of the information regarding the exact locations with high exposure to AVC risk in guiding the implementation of various preventative measures, hotspot identification also forms an important research area in the domain of safety research. Different from all the studies mentioned previously that
use highly aggregated measures over the network for both AVC counts and other attributes, hotspot identification by definition is interested in road segments of smaller size. Consequently, disaggregation of the network on a higher level is applied, which normally lead to a large number of road segments. In order to deal with the increasing number of segments in the data, two common approaches are normally taken: First, a computationally simple approach is used for the reason of computational feasibility. For example, Kolowski and Nielsen (2008) use correlation coefficient to define the similarity between any road segment and a road segment with AVC occurrences, and classify hotspots according to the value of the correlation. Alternatively, a degree of smoothing can be applied for all the segments, in this direction kernel methods are popular (Ramp, Wilson, and Croft 2006; Snow, Williams, and Porter 2014; Bíl et al. 2016).

As suggested by Snow et al. (2014), these approaches of hotspot identification normally require a large amount of subjective inputs for the implementation, and can result in unreliable inference. More importantly, the relative importance of each attribute for identifying hotspots is generally treated as equal or unknown. For this reason, scenario evaluations based on specific attributes can be unreliable or impossible.

To overcome these issues, our study continues the exploration in the direction of hotspot identification for AVCs by using a Bayesian regression framework. In this framework, special attention is paid to the seasonality of animal activity (e.g., deer-crashes peaking in October and November), the very low counts (many zero-crash segments) across many sections of our extensive roadway networks, and the computational burdens that comes with discrete response analysis across large data sets (e.g., 100,000 reasonably homogeneous segments distinguished in the Texas Department of Transportation’s state-maintained network).

By using the proposed modelling framework, we demonstrate how hotspots can be identified and related to the seasonality pattern of AVCs based on the estimated model. Moreover, inference and scenario evaluations can also be made based on any segment specific attributes (e.g. speed limit changes). We believe this information can prove to be helpful to the road network operator in terms of AVC prevention purposes.

1. Animal-vehicle collisions in Texas

The dataset used in this study consists of information derived from two sources. First, the AVC records made available on the crash records information system maintained by the Texas Department of Transportation (https://cris.dot.state.tx.us/public/Query/app/public/welcome). Second, the information regarding segment-specific roadway design factors are obtained from the Texas Department of Transportation website, https://www.txdot.gov/inside-txdot/division/transportation-planning/roadway-inventory.html.

![AVCs by years and months](image)

Figure 1: The number of AVCs by years (the left panel) and by months (the right panel) recorded during the period from 2010 to 2016 on the state-maintained roadway system in Texas, U.S.

In the AVC dataset, the AVCs recorded during the period from 2010 to 2016 on the state-maintained roadway system are used in this study. A total number of 43,319 AVCs for the entire period of seven years. Figure 1 shows the number of AVCs by year (the left panel) and by month (the right panel). It can be seen that there is a small increase in the number of total collisions in more recent years. More interestingly, the number of AVCs is shown to be far greater during the months from October to December than in other months. This monthly difference in the number of AVCs...
clearly indicates a seasonal pattern in the occurrence of AVCs that may be attributed to seasonal patterns in animal activity (Bruinderink and Hazebroek 1996; Sullivan 2011; Niemi et al. 2017).

Figure 2: The state-maintained roadway network (the grey colored lines) in Texas, U.S. All the AVCs recorded from 2010 to 2016 are denoted as black dots.

Looking at the data from another perspective, the locations of the AVCs are mapped onto the 120,719 segments of state-maintained roadway and shown in Figure 2. Here, it is clear that a larger portion of the AVCs are located on the east side of the state around several urbanized areas.

Figure 3: The total numbers of AVCs in a year (the upper panel) and in a month (the lower panel) during the period from 2010 to 2016 for all segments (the left panel) and for segments excluding those with zero AVC count (the right panel).

By disaggregating the AVCs over a large number of segments as shown in Figure 2, the upper panel of Figure 3

---

1 A small percentage of AVC displayed are not occurred on the network system. The total number of off-system AVCs is 5930, which account for around 12 percent of the total AVCs recorded.
shows that AVCs only occur rarely at majority of the individual segments. Moreover, if the seasonality is to be considered, the further disaggregation in the time dimension can lead to the monthly AVC counts to be very low for all the segments. In the lower panel of Figure 3, it shows that only around 0.4% (40,953/10,140,396) of the monthly segment-wise AVC counts are non-zero. Among the non-zero monthly segment-wise AVCs (the right of the lower panel), around 5% (2,084/40,953) of them have the observed AVCs of more than one with the maximum being at six. Consequently, two challenges emerge from making inference on the effect of segment specific factors based on the highly disaggregated data. Firstly, the computation involved would increase dramatically due to the number of observations (120,719 segments× 7 years×12 months = 10,140,396). Secondly, the segment-wise AVC counts at a monthly interval is both sparser and highly variable compared with that at a higher aggregation level in the time and spatial dimensions.

Furthermore, Figure 4 shows the AVCs recorded on the segments in a small area. In this figure, the AVCs are denoted as circles (one for each occurrence), whereas segments are denoted as solid black lines with the two ends indicated by cross bars. It is clear that in this area, a majority of segments have zero AVCs recorded. Consequently, the traditional way of allowing spatial correlation between spatial units may become inappropriate. That is, the spatial correlation is expected to be close to zero due to the existence of many segments with zero AVC counts in between the others with non-zero AVC counts. If a non-zero spatial correlation is imposed, the actual effect of any segment specific factor would be biased downwards due to the smoothing effect.

Moreover, the zero counts of AVCs shown in Figure 4 may indicated a degree of heterogeneity between the segments, which should be treated individually. For example, in the segments located in the bottom left (or top left) of Figure 4, it is possible that some of them are elevated bypasses. Due to this unique but unknown characteristics, the occurrence of AVCs would be highly unlikely due to the potentially zero number of animal road crossing. This implies that the effect of a specific design factor should in large part only have an impact on the occurrence of AVCs on a selected number of segments in a large network. In this case, the need to identify the heterogeneity individually for a large number of segments further complicate the computation.

Figure 4: The recorded AVCs for the period from 2010 to 2016 shown as circles for segments in a small area in Texas, U.S. The end points of segments are indicated by cross bars.

In summary, the preliminary data analysis presented in this section reveals several aspects that are important in the modelling of AVCs and making inferences on the effect of segment specific design factors on the occurrences of AVCs. These include: the seasonal pattern of AVCs, the sparse and highly variable nature of the information contained in the monthly and segment-wise disaggregated AVC counts, and the potential heterogeneity between segments.

2. The modelling framework

To deal with the important aspects identified in the previous section, we start by first assigning a binomial distribution for the number of AVCs at each segment s and each month t, so the probability of having k number of AVCs,

\[ P(k, n_{s,t}, p_s) = \binom{n_{s,t}}{k} p_s^k (1 - p_s)^{n_{s,t} - k}. \]

In which, \( n_{s,t} \) is the number of Bernoulli trials (animal road crossing) and it can differ among segments (s) and month (t). Also \( p_s \) is the Bernoulli trial probability, which may differ among segments.

Differing from the common choice of using negative binomial distribution for modelling collision counts in the literature, the use of binomial distribution is more appropriate in present case. More specifically, the negative binomial
distribution describes the probability of the number of failures (animal road crossings without causing collisions) before the observed number of successes (animal road crossings leading to collisions) is observed. By definition, the Bernoulli trial probability can only lie in the open interval between zero and one, and the number of failures, hence the total number of Bernoulli trials is strictly greater than zero. In contrast, the binomial distribution describes the probability of the number of AVCs given the number total trials (animal road crossings). And in this case, the total number of trials can take value zero, which can be the case for segments that are elevated bypasses, for example. Consequently, the use of the binomial distribution allows the model to behave similarly to a zero-inflated regression model. By allowing segments to have the number of animal crossings taking the value of zero, it can both accommodate the potential heterogeneity between segments (as suggested in Figure 4) to a certain degree and allows the inference on the trial probabilities to be made only based on those segments with non-zero animal road crossings.

Using the binomial distribution with two parameters \( n_{s,t} \) and \( p_s \), the number of AVCs, \( k \) can be thought as the result of repeated \( n_{s,t} \) Bernoulli trials. Each trial represents an animal road crossing with probability of \( p_s \) causing an AVC. For this reason, the collision probability, \( p_s \) can be regarded as a quantity that is determined by segment specific characteristics such as the design factors. A convenient way is to write,

\[
P_s = \frac{1}{1 + \exp(-\psi_s)},
\]

where \( \psi_s \) is a quantity that determines the probability of AVC for each animal road crossing at segment \( s \), and can be represented as a linear combination of unknown parameters and segment specific design factors. In addition, we have also argued that there may be heterogeneity in this probability due to the omission of important segment specific influencing factors. In order to accommodate this possibility while at the same time recognizing the fact about the limited observations available in the dataset for each segment (only one set of values for the design factors of each segment), a two-component clustering is used for the intercept, so

\[
\psi_s = \beta_0 I_s + \beta' x_s,
\]

where \( x_s \) is a column vector containing the values of the design factors of segment \( s \), and \( \beta \) is a conformable parameter vector. More importantly, \( I_s \) is an indicator for the non-zero constant effect at segment \( s \), \( \beta_0 \). In this way, we assume that given an animal road crossing, the probability of that crossing leading to an AVC is segment specific and depend on the design factors of each segment. And the constant effect of each segment is either zero or a fixed quantity of \( \beta_0 \). If \( \beta_0 \) is significantly different from zero, it would suggest that there are segments in the network having their collision probability being affected by some important but ignored factors.

The segment specific indicators \( I_s \) for the constant effect can be thought as segment specific random parameter in a hierarchical model. The only difference is that in our model, due to the sparse information on a highly disaggregated level, we assume the non-zero impact of any design factor is the same for all the segments having the corresponding indicator taking value one. Thus the heterogeneity is only restricted to differ from zero to one non-zero value. This allow us to obtain a more reliable estimates for the non-zero effect based on a larger number of observations from a group of segments.

Given the collision probability being defined as in (1) and (2), the total number of AVCs occurred at segment \( s \) is then dependent on the number of animal road crossings of that segment, \( n_{s,t} \). Moving to the specification for \( n_{s,t} \), we can now envision that the total number of animal road crossing for each segment may firstly differ among segments and secondly be depend on animal activity level around a year with the potential seasonality shown in Figure 1. To achieve this while at the same time being able to recognize the fact of having very low AVC counts for a large number of segments, a Dirichlet process prior is used for the number of animal road crossing at each segment \( n_{s,t} \) and at each month \( t \) of a year.

In this way, the information about \( n_{s,t} \) can be shared among segments and months in a same cluster induced by the Dirichlet process. At the same time, a large number \( n_{s,t} \) can be assigned to a cluster representing zero animal crossings. So, the Dirichlet process can act as a non-parametric counterpart to zero-inflated count models. In this case, those segments and months with \( n_{s,t} \) being zero, would have the binomial probability of AVC to be equal to one, thus having no influence on the product probability for the observed sequence of AVCs and does not contribute to the estimation of parameters in (2).

In summary, the proposed modelling framework for AVCs can be written as follow:

\[
P \sim DP(\alpha P_0), \quad q \sim \text{Beta}(a_0, b_0),
\]

\[
(\mu_{s,t}, \sigma^2_{s,t}) \sim P, s = 1, ..., S, t = 1, ..., T,
\]

\[
l_s \sim \text{Bernoulli}(q), s = 1, ..., S,
\]

\[
[\beta_0, \beta'] \sim \text{MVN}(0, \Sigma_0),
\]

\[
p_s = 1/(1 + \exp(-\beta_0 I_s - \beta' x_s)),
\]

\[
k_{s,t} \sim \text{Binomial}(n_{s,t}, p_s).
\]

In which the total number of segments and the total number of months are denoted as \( S \) and \( T \), respectively.
number of animal road crossings, \(n_{s,t}\) and the collision probability, \(p_s\) at segment \(s\) and month \(t\) arise from the top-left and the top-right block, respectively. And the number of the observed AVCs at site \(s\), \(k_{s,t}\) is described by the binomial distribution with the parameters \(n_{s,t}\) and \(p_s\) at the bottom.

More specifically, in the top-left block, a discrete distribution \(P\) is drawn from the Dirichlet process with prior precision parameter \(\alpha\) and base distribution \(P_0\). Then the cluster locations \(\mu_{s,t}\) and scales \(\sigma_{s,t}\) are generated from the discrete distribution \(P\) for each segment \(s\) and month \(t\). Conditional on the cluster locations and scales, a real valued latent quantity \(n_{s,t}\) is drawn. Then, the total number of animal crossings (\(n_{s,t}\)) at site \(s\) and \(t\) month is set to equal to the nearest integer, \(\lceil n_{s,t} \rceil\).

For collision probabilities (\(p_s\)) in the top-right block, the indicator probability, \(q\) is first drawn from a beta distribution with prior parameters \(a_0\) and \(b_0\). Then the indicator variable for all \(S\) segments (\(L_s\)) can be generated from a Bernoulli distribution with the just obtained indicator probability. Whereas the non-zero constant effect and the effect of segment specific design factors, \([\beta_0, \beta']\) are drawn from a multivariate normal distribution with prior mean equals zero (\(0\)) and prior covariance \((\Sigma_0)\) being chosen to be diffused and having only non-zero entries on the diagonal. Then the crash probabilities, \(p_s\) is set to be the linear combination of \([l_s, x_s']\) with parameters \([\beta_0, \beta']\).

Taking the two blocks together, the just determined collision probability, \(p_s\) and the number of animal crossing \(n_{s,t}\) are used as parameters for the binomial density function for determining the likelihood of the observed sequence of AVCs at all segments.

3. Posterior sampling

The unknown quantities in the proposed modelling framework can be divided into two parts: The first part contains the number of animal road crossings, \(n_{s,t}\) at each segments and months, and those used for describing the distributions of \(n_{s,t}\). The second part includes the collision probability \(p_s\) of each animal road crossing on all segment and the other parameters involved in describing \(p_s\). Given a set of starting values for all the unknown parameters, the posterior sampling can proceeds in turn for the two parts. In the sampling of all the parameters, closed form posterior conditional distributions are available except in one step for the sampling of \(n_{s,t}\). In this single step however, since the actual AVCs for each \(s\) and \(t\) is small or largely zero (Figure 3), the true value of which is expected to be also very small or equal to zero. As a results, a Metropolis step can be used without significantly compromising the speed of convergence and computational efficiency.

3.1. Posterior sampling of \(n_{s,t}\) and the related parameters

Conditioning on the starting value of \(n_{s,t}\) for all \(s\) and \(t\), a blocked Gibbs sampler for the Dirichlet process (Ishwaran and James 2001) can be used. In this context, the kernel function used for representing clusters is a truncated normal density function with the truncation made at -0.5 from below. For simplicity, the prior concentration parameter \(\alpha\) for the Dirichlet process is set to equal one, and the base distribution \(P_0\) is described by the binomial density function for determining the likelihood of the observed sequence.

Using the above prior specification, the Gibbs sampler proceed in the following steps:

1. For each \(s = 1, ..., S\) and \(t = 1, ..., T\), update \(\mu_{s,t}\) and \(\sigma_{s,t}\) by sampling from a multinomial distribution with

   \[
   p(\mu_{s,t} = \mu_{s,t}', \sigma_{s,t} = \sigma_{s,t}') = \frac{w_l p(n_{s,t} | \mu_{s,t}', \sigma_{s,t}')} {\sum_{l=1}^{L} w_l p(n_{s,t} | \mu_{l}, \sigma_{l}')},
   \]

   In which \(w_l\) is the weight for the \(l\)th cluster. And the kernel function for each cluster,

   \[
   p(n_{s,t} | \mu_{l}, \sigma_{l}') = \Phi(n_{s,t} + 1/2|\mu_{l}', \sigma_{l}'^2) - \Phi(n_{s,t} - 1/2|\mu_{l}', \sigma_{l}'^2),
   \]

   with

   \[
   \Phi(a|\mu,\sigma) = \int_{-\infty}^{a} \mathcal{N}(z|\mu,\sigma^2)dz,
   \]

   and \(\mu_{l}'\) and \(\sigma_{l}'\) are the \(l\)th pair of distinct parameters among the total number of \(C\) distinct pairs. For notation simplicity, \(P(A|\cdot)\) is used to denote the probability of condition \(A\) conditioning on all the rest of the parameters and the data.

2. Sample the cluster weights \(w_l\) for \(l = 1, ..., C\) by first generate,
\[ V_l \sim \text{Beta} \left( 1 + n_t, \alpha + \sum_{i=1}^{C} n_i \right), \text{for } l = 1, \ldots, C - 1, \]
and set \( V_C = 1 \). In which, \( n_i \) is the number of \( \mu_{s,t} \) that is equal to \( \mu_t^* \). Then set \( w_l = V_l \prod_{c<t}(1 - V_l) \) for \( l = 1, \ldots, C \).

3. For each \( s = 1, \ldots, S \) and \( t = 1, \ldots, T \), draw \( n_{s,t}^* \) by first sample
\[ u_{st} \sim \text{Uniform} \left( \Phi \left( \frac{n_{s,t} - \frac{1}{2}}{\lambda_{s,t}}, \sigma_{s,t}^2 \right), \Phi \left( \frac{n_{s,t} + \frac{1}{2}}{\lambda_{s,t}}, \sigma_{s,t}^2 \right) \right), \]
then set \( n_{s,t}^* = \Phi^{-1}(u_{st} \mid \lambda_{s,t}, \sigma_{s,t}^2) \).

4. Update the parameters for defining the unique clusters using their conditional distributions:
\[ 1/\sigma_l^2 \sim \text{Gamma} \left( a_0 + \frac{n_t}{2}, b_0 + \frac{1}{2} \sum_{(s,t):\mu_{s,t} = \mu_l^*} (n_{s,t}^* - \overline{n}_t^2) + \frac{n_t}{1 + n_t} \overline{n}_t^2 \right), \]
and
\[ \mu_l^* \sim I \left( \frac{1}{2} \right) N \left( \frac{\sum_{(s,t):\mu_{s,t} = \mu_l^*} n_{s,t}^*}{1 + n_l}, \frac{1}{1 + n_l} \right), \]
for \( l = 1, \ldots, C \). In which, \( \overline{n}_t^* = \sum_{(s,t):\mu_{s,t} = \mu_l^*} n_{s,t}^*/n_l \).

An iteration of the above steps updates all the parameters involved for describing the distribution of \( n_{s,t} \). Conditional on these parameters and the parameters used in describing collision probabilities \( p_s \), for any non-negative integral value of \( n_{s,t} \),
\[ P(n_{s,t} = n_{s,t}^* \mid \cdot) = \prod_{t=1}^{T} \text{Binomial}(k_{s,t} \mid n_{s,t}^*, p_s) \]
Utilizing the above expression, a Metropolis step can be used to sample \( n_{s,t} \) for all \( s \) and \( t \).

3.2. Posterior sampling of \( p_s \) and the related parameters

Conditioning on the values of \( n_{s,t} \) for all \( s \) and \( t \), the posterior sampling for all the parameters describing \( p_s \) can be divided into two blocks: The first block is concerned with the parameters for defining \( p_s \), which are the regression parameters \( \beta_0 \) and \( \beta \). And the second block is related to the indicators \( (I_s) \) for all segments and the parameter describing the distribution of the indicators.

In the first block, conditioning on both \( n_{s,t} \) and \( I_s \) for all \( s \) and \( t \), the posterior sampling of \( \beta_0 \) and \( \beta \) is a standard linear regression problem with the observations following a binomial distribution. Consequently, the data augmentation approach of Polson, Scott, and Windle (2013) can be used. The detailed steps are as follow:

1. Conditional on the current values of \( \beta_0 \) and \( \beta \), generate latent variable
\[ \omega_{s,t} \sim \text{PG}(n_{s,t}, \beta_0 I_s + \beta' X_t), \]
for all \( s \) and \( t \). In which \( \text{PG}(b; z) \) is a Polya-Gamma distribution with shape parameter \( b \) and tilting parameter \( z \).

2. Conditional on all the just generated \( \omega_{s,t} \), draw
\[ [\beta_0, \beta']' \sim \text{MVN}(m_0, V_0), \]
where
\[ V_0 = (X\Sigma X' + B_0^{-1})^{-1}, \]
\[ m_0 = V_0 (X\kappa + B_0^{-1}m_0) \]
with \( X = [X_1, \ldots, X_T]' \), \( X_t = [(I_t, x_{t,1})', \ldots, (I_T, x_{T,1})]' \) for \( t = 1, \ldots, T \), \( \kappa = [k_{1,1} - \frac{n_{1,1}}{2}, \ldots, k_{T,1} - \frac{n_{T,1}}{2}]' \), and \( m_0 \) and \( B_0 \) are the prior mean (equals zero) and covariance matrix (diagonal matrix with large diagonal elements) ,respectively for the regression parameters, \([\beta_0, \beta']'\).

In the second block, conditioning on the just sampled \( \omega_{s,t} \) and \([\beta_0, \beta']'\), the indicators \( I_s \) can be drawn from their posterior distribution,
\[ P(I_s = 1 \mid \cdot) = \frac{P_s^2 q}{P_s^2 q + P_s^3 (1 - q)}, \]
with
Lastly, a complete iteration of the updates for all the parameters in the model is completed by sampling the parameters describing $q$ from

$$Beta\left(1 + \sum_{s=1}^{S} l_s, 1 + \sum_{t=1}^{T} (1 - l_t)\right).$$

In which, the prior distribution for the indicators is assumed to be $Beta(1,1)$.

### 4. Results

The proposed model detailed in Section 3 is fitted using the AVCs data introduced in Section 2. A list of the considered segments specific design factors are shown in Table 1. Many aspects of the fitted model can be used for inference purposes. Firstly, the posterior means of the parameters for the number of animal road crossings are aggregated by months and shown in Figure 5. The relative magnitude of the aggregated quantities resembles a seasonal pattern similar to that shown in Figure 1 for the total number of AVCs by months. In other words, a seasonal pattern is captured in the model by the parameters for the number of animal road crossings ($n_{s,t}$). Note however, the absolute magnitude shown in Figure 5 is generally smaller than that in Figure 1. This is because the total for each month are aggregated for all segments only in Figure 5 (one $n_{s,t}$ for each segment and each month), whereas in Figure 1, the AVCs of each months are aggregated for all segments and over seven years.

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
<th>Range</th>
<th>Min</th>
<th>Mean</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>SegLength</td>
<td>Length of the segments in miles</td>
<td>$\mathbb{R}^+$</td>
<td>0.001</td>
<td>0.66</td>
<td>30.11</td>
</tr>
<tr>
<td>ADT</td>
<td>Averaged daily traffic volume</td>
<td>$\mathbb{R}^+$</td>
<td>0.01</td>
<td>11.20</td>
<td>341.30</td>
</tr>
<tr>
<td>NumLanes</td>
<td>Number of the lanes</td>
<td>$\mathbb{N}^+$</td>
<td>1</td>
<td>2.77</td>
<td>14</td>
</tr>
<tr>
<td>RBWid</td>
<td>Roadbed width in feet</td>
<td>$\mathbb{R}^+$</td>
<td>10.00</td>
<td>47.11</td>
<td>318.00</td>
</tr>
<tr>
<td>MedWid</td>
<td>Median width in feet</td>
<td>$\mathbb{R}^+$</td>
<td>0.00</td>
<td>7.45</td>
<td>71.00</td>
</tr>
<tr>
<td>SouWidI</td>
<td>Inside shoulder width in feet</td>
<td>$\mathbb{R}^+$</td>
<td>0.00</td>
<td>5.19</td>
<td>60.00</td>
</tr>
<tr>
<td>SouWidO</td>
<td>Outside shoulder width in feet</td>
<td>$\mathbb{R}^+$</td>
<td>0.00</td>
<td>6.53</td>
<td>53.00</td>
</tr>
<tr>
<td>SurWid</td>
<td>Surface width in feet</td>
<td>$\mathbb{R}^+$</td>
<td>10.00</td>
<td>33.82</td>
<td>236.00</td>
</tr>
<tr>
<td>PeakFac</td>
<td>Percentage of peak period</td>
<td>(0,100)</td>
<td>4.20</td>
<td>10.75</td>
<td>19.90</td>
</tr>
<tr>
<td>HWYDes</td>
<td>Controlled access (1 for yes)</td>
<td>${0,1}$</td>
<td>0</td>
<td>0.18</td>
<td>1</td>
</tr>
<tr>
<td>SPDMax</td>
<td>Speed limit in miles per hour</td>
<td>$\mathbb{R}^+$</td>
<td>5.00</td>
<td>56.15</td>
<td>85.00</td>
</tr>
<tr>
<td>RU</td>
<td>Urbanised area (1 for yes)</td>
<td>${0,1}$</td>
<td>0</td>
<td>0.29</td>
<td>1</td>
</tr>
<tr>
<td>MedType</td>
<td>Positive barrier as median (1 for yes)</td>
<td>${0,1}$</td>
<td>0</td>
<td>0.04</td>
<td>1</td>
</tr>
</tbody>
</table>
Figure 5: The sum of posterior means of the number of animal road crossings, $n_{s,t}$ for each segment $s$ and month $t$ by months.

In terms of the number of non-zero $n_{s,t}$, the percentage shown in the second row of Table 2 suggests that on average the number of non-zero $n_{s,t}$ is around 17%. Clearly, this is a larger percentage than that indicated in Figure 3, and should not come as a surprise. To explain, the quantity displayed in Table 2 is the estimated total number of animal crossings for the months of a year averaged over the entire seven years, whereas in Figure 3 the information shown is the number of actual AVCs observed for the months of each year in the seven year period. Despite this considerably higher percentage of the non-zero $n_{s,t}$ in comparing to that of the observed AVCs, there are still over 80% of $n_{s,t}$ taking value zeros. The over 80% of $n_{s,t}$ that are equal to zero serve a role that is similar to that of the zero-class in zero-inflated regression models. By having this in the current Bayesian framework, it not only allows the parameters to be not biased downwards due to a large number of observations with zero AVC counts, but also accelerate the computation dramatically due to the fact that the sampling of $\beta_0$ and $\beta$ is now only dependent on the observations with non-zero $n_{s,t}$.

Moving to the part of posterior samples of parameters for determining the probabilities of AVCs, $p_s$. Table 2 shows the medians and 90% credible intervals for $I_q$, $\beta_0$ and $\beta$. Firstly, it can be seen that among all the indicators for a constant effect on the segments collision probability, around 43% of the segments that have non-zero $n_{s,t}$ carry an inherent (unexplained by the included design factors) non-zero constant effect on the probability of having an AVC given an animal road crossing. This non-zero constant effect is positive and quite large (around 0.53) in comparing with the effect of other included design factors. In other words, there are around 7% (17% $\times$ 0.43) segments in the networks are exposed to some unknown and increased risk of having AVCs given the same number of animal road crossings. Consequently, a practical and operationally meaningful information can be extracted by locating the segments that corresponds to high values of the posterior mean of non-zero constant effect, thus identifying the more problematic segments in the network.

In addition to the non-zero constant effect shown in Table 2, the estimated effects for a number of design factors can also be illuminating. Namely, speed limit (“SPDMax”) is positively associated with higher probability of causing an AVC by an animal road crossing. Segments in urbanized areas (“RU”) tend to have a lower probabilities of causing an AVC by an animal road crossings. Positive barriers (“MedType”) tend to decrease the probability. And the busier the segments (“PeakFac”) the lower the probabilities. Also, the estimated effect of “RBWid”, “MedWid” and “HWYDes” also accord with the expectation. Interestingly, the width of inside shoulder “SouWidI” is shown to be negative associated with the probability of causing an AVC by an animal road crossing. This may suggests a driving behavioral difference between driving on roads with and without inside shoulder.

| Table 2: Descriptive information for the posterior samples of the regression parameters $n_{s,t}, q, \beta_0$ and $\beta$. |
|----------------|----------------|
| **Percentage of segments with non-zero $n_{s,t}$ (%)** | 17.1946 (17.1713, 17.2168) |
| **Probability of non-zero constant effect** | 0.4304 (0.3943, 0.4794) |
| **Constant** | 0.5371 (0.5243, 0.5501) |
| **SegLength** | 0.1446 (-0.2699, 0.5692) |
| **ADT** | -0.0001 (-0.0006, 0.0004) |
| **NumLanes** | 0.0036 (-0.0176, 0.0244) |
| **RBWid** | 0.0019 (0.0004, 0.0034) |
| **MedWid** | -0.0007 (-0.0011, -0.0002) |
| **SouWidI** | 0.0049 (0.0002, 0.0078) |
| **SouWidO** | 0.0004 (-0.0025, 0.0032) |
| **SurWid** | 0.0017 (-0.0003, 0.0037) |
| **PeakFac** | -0.0079 (-0.0112, -0.0045) |
| **HWYDes** | 0.0339 (0.0007, 0.0814) |
| **SPDMax** | 0.0028 (0.0021, 0.0035) |
| **RU** | -0.2462 (-0.2774, -0.2151) |
| **MedType** | -0.0622 (-0.1053, -0.0179) |
In terms of the insignificant parameters, the one reported in Table 2 for segment length (“SegLength”) may need further clarification. In a typical count regression model in terms of the mean of counts, it is within the expectation that the longer a segment the higher the AVC counts. In our case however, the effect indicated in Table 2 is not on mean of AVC but the probability of causing a single AVC given an animal crossing is occurred. In other words, only those design factors at the point of the road crossings instead of the total length of the segment should be expected to have a significant effect. Whereas for the potential effect of segment length, it is contained in the segment specific parameter, \( n_{s,t} \) for the number of animal road crossings.

Using the posterior samples for \( I_s \), \( \beta_0 \) and \( \beta \), the probabilities of causing an AVC by an animal road crossing on each segments can be evaluated according to (1) and (2). Figure 6 shows the probabilities evaluated based on a randomly chosen posterior sample. It can be seen that there are a large number of segments having the probability close to 0.5, meaning that the causing a AVC by an animal road crossing is close to random guessing. However, there are also a small group of segments with the probabilities being markedly higher at nearly 0.7, and another group having a lower probability at around 0.4. These differences may suggest that in general difference in road design factors do have influence on the collision probability and thus the number of AVCs.

In addition, the absolute quantities shown in Figure 6 may come as counter intuitive. In expectation, the occurrence of AVC should be rare, meaning that the probability should be much smaller. In order to make sense of the probabilities shown in Figure 6, it is important to recognize the difference between the information contained in the AVC dataset and that used in forming our expectation. To explain, the animal crossing inferred from the model are in fact those crossings that occurred when there are vehicles driving pass. The other crossings happened without having any vehicle on the segments would apparently not lead to AVCs thus not being recorded in the dataset. In this sense, the probability show in Figure 6 is in fact the probability of having an AVC giving both the presence of an animal road crossing and vehicles driving pass.
Figure 7: Posterior mean of collision probability $p_s$ for all the segments in the state-controlled roadway network in Texas, U.S.

To explore the calculated collision probabilities ($p_0$) in more details, Figure 7 shows them mapped onto the network. It can be seen clearly that there are several clusters of light colored segments, which correspond to the network around major urban areas. In contrast, the deep colored segments are mainly those major throughways spanning over the whole state. This pattern is a manifestation of the sampled parameters shown in Table 2. In particular, the negative effects of “HWYDes”, “RU” and the positive effect of “SPDMax”.

So far, the probabilities shown represent the likelihood of causing an AVC by an animal road crossing. This information can be informative in terms of analyzing the contributing effect of road design factors on the occurrence of AVC. However, one piece of information missing is about the number of animal road crossings for the segments. A segment with a high probability but zero animal crossing would apparently not be of a concern in comparing with one with both a high probability and a large number of animal road crossings. From the perspective of the road network operators, these segment having both a high probability and a large number of animal road crossings may be regards as the hotspots for AVC prevention purposes. Consequently, the identification of these hotspots could guide the resource to be used at the most needed place and thus archive a more effective measure for AVC prevention. For this reason, the posterior mean of the expected AVCs ($n_{s,t}p_s$) may become useful and is shown in Figure 8 for two different months of a year.

By using $n_{s,t}$ in the calculation for the expected AVCs, it can be seen in Figure 8 that a seasonality is induced. More specifically, the expected AVCs is higher (darker color) for more segments in November (the right panel) than that in February (the left panel). This corresponds well with the pattern shown in Figure 1 and allows the hotspot identification to be seasonal dependent. Another apparent feature shown in Figure 8 is that the segment with high mean AVCs (darker colored) are only a small percentage of the segments and scattered across the network. For this small percentage, it is of cause due to the fact of having over 80% of $n_{s,t}$ being at zero (Table 2).
As to the result of having segments with a high number of expected AVC scattered across the network, one may prefer a smooth changes from one segment to other nearby segments. However in doing so, we would then lose the advantage of having the segments with zero AVCs to play no role in the parameter estimation, and consequently causing a downward bias to the parameter estimate due to averaging the effect over a larger number of segments in the nearby area. Moreover, it would also contradict the goal of the present study on inferring the effect of segment specific design factors and shift the focus onto that at a higher level of spatial aggregation.

Given the focus remains on a segment level, another interesting aspect to explore from the perspective of the network operator, is the effect of speed limit on the occurrence of AVCs. For example, for the design factors included in the model (Table 2), speed limit can be regarded as one of the most cost effective and time efficient way to AVC.
prevention. In this regard, a direct way of finding out the effectiveness of changing speed limit on AVC prevention would be calculating the marginal effect of speed limit. In this case, since there are around 43% of the segments with the constant effect being positive and quite large, we may focus on these at-risk segments and calculate the posterior mean of the changes in expected AVCs assuming a decreasing of speed limit by ten miles per hour. Figure 9 shows the obtain quantities. In the left panel, the quantities for all the site are shown. It is interesting to see that although the calculated probability alone is quite small around urbanized areas (Figure 7), the decrease in expected AVCs is on the contrary relatively large.

If the segments shown in the left panel is too many for operational purposes, we can also shift the focus to a top quantile of the expected AVCs changes. In this case, the 0.1% top decreases in expected AVCs are shown in the right panel of Figure 9. In which, the shown segments would then correspond to those that are most relevant in terms AVC prevention by means of controlling the speed limit.

5. Conclusion

In this study, we focus on modelling AVCs on highly disaggregated segments in a large network. Several advantages of the proposed modelling framework is demonstrated by using the AVC dataset collected on the state-control roadway network of Texas, U.S. with more than 100,000 segments. Firstly, the proposed model allows hotspot identification to be seasonal dependent. Secondly, the impact of segment specific attributes can be inferred directly on a highly disaggregated level. Third, straight forward scenario evaluations on the effect of any segment specific (e.g. speed limit) can be done using the proposed modelling framework.

By using the binomial distribution for the probability of AVC counts and allowing the parameter for the number of total trials in the binomial distribution to be governed by a Dirichlet process, the proposed model works in a way similar to zero-inflated regression models. By doing so, it made both the computation more efficiently and the parameter estimate to be less biased due to averaging over a large number of segments with potentially zero animal road crossing. However, the drawback of this strategy is that the information on AVCs are only shared among segments in a same cluster as defined by the discrete probability distribution arose from the Dirichlet process, thus no smooth change on the spatial dimension is guaranteed. If one is instead interested in the effect of some attributes to be changing smoothly in the spatial dimension of on a higher level of spatial aggregation (such as, weather condition, green area ratio, counties), a distance based spatial correlation or attributes at a higher level of aggregation level may enter the model by specifying the mean of \( n_{st} \) as an linear combination of the attributes and means of adjacent segments.

In another direct for further development, the marginal effect shown in Figure 9 may be unsatisfactory. The magnitude of the effects of most design factors in Table 2 may be too small. In fact if we assume a decrease of speed limit by ten miles per hour for all the segments, a predicted decrease in the annual AVC occurrences would only be around 257. This changes only account for around four percent decrease in the total number of the average annual AVCs in the dataset. A main cause of this unsatisfactory phenomenon may come from ignoring the interaction/non-linear effect of the design factors. For this reason, exploring the interaction/non-linear effect could be an interesting direction for future development.
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